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This document provides information about known issues and limitations to the current release of VoltDB. If you
encounter any problems not listed below, please be sure to report them to support@voltdb.com. Thank you.

Upgrading From Older Versions

When upgrading from a previous version of VoltDB — especialy with an existing database — there are a number
of important notes that you should be aware of. Some changes to the structure and syntax of the VoltDB schema and
deployment files may make old application catal ogs and configuration files incompatible with newer versions.

Although incompatible changes are avoided wherever possible, some changes are necessary to add new features. It is
alwaysrecommended that applications catal ogs be recompiled when upgrading the VoltDB version. It isalsoimportant
to note that the catalog is saved as part of snapshots and command logging. As a consequence, you must be careful
to ensure an incompatible catalog is not loaded accidentally by starting a database with the recover action after an
upgrade.

The process for upgrading VoltDB for arunning database is as follows:

1. Place the database in admin mode (using voltadmin pause or the VVoltDB Enterprise Manager).
2. Perform amanual snapshot of the database (using voltadmin save).

3. Shutdown the database (using voltadmin shutdown).

4. Upgrade VoltDB.

If you are upgrading to a version prior to 4.2, you must also recompile your application catalog using the new
version beforerestarting VVoltDB. However, for version 4.2 and later, VoltDB automatically recompiles old catal ogs
when you create a new database, eliminating the need for this extra step.

5. Restart the database using the cr eate option, the existing application catalog, and starting in admin mode (specified
in the deployment file).

6. Restore the snapshot created in Step #2 (using voltadmin restore).
7. Return the database to normal operations (using voltadmin resume).

Again, starting with VVoltDB 4.2 you no longer heed to recompileyour application catalog. Thevoltdb cr eate command
does this automatically for catalogs created with earlier versions.

When using the Enterprise Manager, it is also recommended that you delete the Enterprise Manager configuration
files (stored by default inthe . vol t db subfolder in the home directory of the current account) when performing an
upgrade.
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Changes Since the Last Release

Users of previous versions of VoltDB should take note of the following changes that might impact their existing
applications. Users of pre-V4 releases should pay specia attention to the upgrade instructions for V3 users available
as a separate document.

Note: The VoltDB Enterprise Manager is part of the VoltDB Enterprise Edition and continues to be supported for
customerswho are currently using it. However, due to limitationsin its implementation, no further devel opment work
is being done on the Enterprise Manager and it is not recommended for new deployments. The Enterprise Manager's
functionality will be replaced by new, more robust, deployment and management capabilities in the future.

1. Release V4.9.7
The following issue was resolved in this release.
1.1. Racecondition involving large deletes and snapshots

In rare cases, frequent deletes can cause memory compaction that coincides with a simultaneous snapshot. In
the past, the result was that the servers would stop processing transactions and fill the log file with multiple
messages reporting "tuple count > 0 after streaming". This error has been corrected. The triggering condition,
although rare, can still occur. However, now if compaction coincides with an automated snapshot (such as
a command log snapshot), the snapshot is requeued. If compaction coincides with a manua snapshot, the
snapshot is canceled and reported to the user. If this occurs, simply reinitiate the manual snapshot.

2. Release V4.9.6
The following issues are resolved in this rel ease.
2.1.  Further improvementsto DR buffering

Additional changes have been made to improve memory utilization for database replication (DR) buffering in
virtualized environments and snapshot processing. The setting - XX: MaxDi r ect Menor ySi ze=<si ze>is
no longer required.

2.2.  Timeout during DR initiation

There was an issue where, if the master database was under load, the DR agent would timeout attempting to
retrieve theinitial DR snapshot. Thisissue has been resolved by extending the timeout period on the DR agent
from 5 seconds to 90 seconds and modifying the master database to issue periodic ACKs even when processing
snapshots for DR initiation.

2.3.  Racecondition stops DR master database
Under certain circumstances, arace condition in database replication (DR) was found that could result in anode

on the master cluster crashing with the error "java.lang.lllegal StateException: buffer isalready compiled”. This
issue has been resolved.

3. Release V4.9.5
The following issues are resolved in this release.
3.1. Improved DR buffering

Changes have been made to DR buffering to use Java-managed DirectByteBuffers instead of unman-
aged DirectByteBuffers. This change requires setting - XX: MaxDi r ect Menor ySi ze=<si ze> in the



v3upgradenotes.php

Release Notes

VOLTDB_OPTS. The recommended initial setting is a size of 4 Gigabytes, but this should be tested against
the actual application and hardware to best determine the setting.

4, Release V4.9.4

The following issues are resolved in this rel ease.

41.

4.2,

Exception when inputting decimal values with a scale greater than 12

Previously, when inserting values into a VoltDB DECIMAL datatype, any values with a scale greater than 12
(that is, more than 12 decimal places) were rejected and generated an exception in the JDBC interface. This
behavior has been changed and VVoltDB now rounds higher precision valuesto the closest 12 decimal digits.

Improved performance of JDBC prepared statements and ad hoc queries with parameters

When processing ad hoc queries that use parameters and placeholders (rather than a single SQL statement
as atext string), VoltDB now makes use of previously cached queries to significantly improve performance
for repeated queries. This can be most notable for JDBC prepared statements that are implemented as ad hoc
gueries with parameters.

5. Release V4.9.3

This release contains no new features but corrects the following issues from earlier releases.

51

52

53.

Issuesrelated to using INSERT INTO SELECT with export tables

Therewasanissuein earlier releaseswhereusing an INSERT INTO SELECT statement with an export table as
thetarget for theinsert either generated anull pointer exception or did not insert the expected datainto the export
stream. The issue only applies to INSERT INTO SELECT as an ad hoc query or within a multi-partitioned
stored procedure.

* If thetarget of an INSERT INTO SELECT statement in a multi-partitioned query is an export table that is
not partitioned, the planner would throw anull pointer exception (NPE).

« If the source of the INSERT INTO SELECT statement in a multi-partitioned query (that is, the table in
the SELECT subquery) is a partitioned table, then an insert into an export table may not insert all of the
selected rows.

These issues have now been corrected.
Database failure when reporting long-running queries

There was an issue in previous versions (starting with VoltDB 4.8), where if a query runs for a significant
amount of time, VoltDB attempts to log a warning. However, the warning generates an error (index out of
bounds) and stops the database.

Thisissueis now fixed.

Command log recovery hangs if the log contains a catalog update followed by an ad hoc INSERT, UPDATE
or DELETE.

Therewasanissuein earlier releases where command log recovery would hang if the command logs contained
an application catal og update (for example, from avoltadmin update command) followed by a subsequent ad
hoc query that writes to the database. The recovery would either stop or silently fail to process the transaction
when attempting to replay the ad hoc query.

Thisissueis now fixed.
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6. Release V4.9.2

6.1.

6.2.

6.3.

I mportant

Because of the serious nature of the issue with the JSON HTTP interface identified below, any customers
using VoltDB 4.9 or 4.9.1 should either upgrade to 4.9.2 or should turn off the http port (using the <ht t pd
enabl e="f al se" > in the deployment file).

Bug fix: Leaving VoltDB Management Center connected to the server could hang the database

In previousrel eases, adefect inthe JSON HTTP server could cause the server to stop handling client requestsif
the Management Center browser window was | eft open for afew hours. The more M anagement Center sessions
in use, the sooner the problem would manifest itself.

If you have a server that has experienced thisissue, you may stop the server and rgjoin it to the cluster. Or you
can stop the entire cluster and recover the database.

The problem is resolved in this release. Because this issue impedes normal operation of the database, we
recommend any customers using VoltDB 4.9 or 4.9.1 update to VoltDB 4.9.2 as soon as possible.

Bug fix: voltdb collect fails with atraceback

Under certain conditions, the voltdb collect command could fail displaying atraceback reporting an attribute
error. This problem has been resolved.

Support for CSV output when exporting to HttpFS from the HT TP connector

HTTP export now supports CSV output format when using HttpFS as a destination for WebHDFS export. To
export CSV datato HttpFS, add the following properties to the export configuration in the deployment.xml:

<property name="httpfs. enabl e">true</property>
<property nane="type">csv</property>

7. Release V4.9.1

7.1.

7.2.

Support for HttpFS added to the HTTP export connector

HTTP export now supports HttpFS as a destination for WebHDFS export using the Avro format. CSV format
will be supported in the next major release. To enable exporting to HitpFS add the following properties to the
export configuration in the deployment.xml:

<property name="httpfs. enabl e">true</property>
<property nane="type">avro</property>

Bug fixes
The following bugs were fixed in this rel ease:

 Previoudy, spaces and line feeds in the <export> configuration in the deployment file could cause it not to
load. Thisissue has been corrected.

 Previoudy, the Nagios script ‘check_voltdb_memory' would get an error when connected to localhost (- H
| ocal host). VoltDB now returns an error with instructions on how to connect.

8. Release V4.9

8.1.

VoltDB Management Center
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8.2.

8.3.

8.4.

8.5.

8.6.

VoltDB 4.9 introduces a new management console that is available from any running VoltDB database. The
VoltDB Management Center integrates the catalog report and web studio functionality, plus the monitoring
functions of the VoltDB Enterprise Manager, into asingle interface. Available at http://server;8080 by default,
the Management Center provides real-time monitoring, a schema browser, and interactive SQL queries.

Reorganization of security roles and permissions

Security has been revamped in this release, providing new permissions organized around functional capabili-
ties. Security till operates on the basic principles of users assigned to roles in the deployment file and roles
assigned permissions in the schema. However, the generic permissions (not associated with a specific stored
procedure) have been reorganized and renamed to match logical functions. So, for example, there are named
permissions for SQLREAD (that is, read-only ad hoc SQL queries), SQL (all SQL queries), ALLPROC (all
stored procedures, including the default stored procedures), and ADMIN (full access, including read and mod-
ify system procedures).

For backwards compatibility, the previous named permissions ADHOC and SY SPROC are still permitted and
map to the new SQL and ADMIN permissions. Note, however, that this mapping increases the permissions
of the old permissions sightly, giving ADHOC access to default procedures and giving SY SPROC access to
all user-defined stored procedures.

Thisrelease also includes two new predefined roles, ADMINISTRATOR and USER, that are always available
and can be assigned to users in the deployment file. The ADMINSTRATOR role has ADMIN permissions
and the USER role has SQL and ALLPROC permissions. In other words, the ADMINISTRATOR role has
full access while the USER role can run any SQL query, stored procedure, or read-only system procedure, but
cannot access system procedures that modify the database (such as @Shutdown and @SnapshotRestore).

See the chapter on security in the Using VoltDB manual for details.
Improvements to sgicmd

The sglemd utility for entering interactive SQL queries from a command line is being overhauled. The first
major addition is a new command line argument, - - st op- on- er r or , that |lets you specify whether a batch
of commands — piped to the utility from the shell prompt or executed through the FILE directive — stops on
the first error or continues to process subsequent commands. The default for the new argument is - - st op-
on- er r or =t r ue, which corresponds to previous behavior.

Ability to time out long read queries

Itisnow possibleto cancel read queriesthat taketoo long based on a predefined query timeout period. The query
timeout property, whichisachild of <syst enset t i ngs> inthe deployment file, letsyou set atimeout limit
for read queries. Any read-only queries (or batch of queries submitted using voltExecuteSQL ()) that exceed
the limit will be cancelled and an exception returned to the calling application. You set the time out limit in
milliseconds. For example, the following deployment file fragment sets the query timeout to 3 seconds:

<systensettings>
<query tineout="3000"/>
</ systensettings>

By default, there is no query timeout limit. See the section on database configuration options in the Adminis-
trators Guide for details.

Support for multiple column DISTINCT

Previously, VoltDB supported use of the DISTINCT keyword on a single column only. You can how use
DISTINCT with multiple columns.

New Log4J category for logging al ad hoc queries
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8.7.

8.8.

8.9.

A new logger has been added to the VoltDB Log4J configuration that logs any ad hoc queries to the database.
The new logger, called ADHOC, is not enabled by default, but can be enabled to record the text of the query
and, if security is enabled, the user who submitted it.

Support for CentOS and Red Hat 7.0

VoltDB support for CentOS and Red Hat as base operating operating systems has been extended to include
version 7.0.

Deprecation Notice

Support for several older technologies, obsolete synonyms for existing commands, and features that were su-
perseded in previous releases will be removed in the next major release of VoltDB. The deprecated features
that will be removed in VoltDB v5.0 include:

» Ubuntu 10.04 as a supported operating system
» Useof aproject.xml file for defining the contents of the application catalog
» Useof "group” asasynonym for "role" when defining security policies in the schema and deployment file

In addition, use of Java7 asthe JDK will be supported but deprecated starting with VVoltDB 5.0. Thismeans Java
7 will be supported for the initial releases of VoltDB V5.0. However, use of Java 8 is recommended. Support
for Java 7 will be removed from VoltDB some time after Java 7 reaches end-of-llife, currently scheduled for
April 2015.

Bug fixes

In addition to the preceding new features and enhancements, a number of known issues have been corrected,
including:

» Previoudly, it was not possible to start multiple server processes using the - - backgr ound argument to
the voltdb command, because the PID files conflicted. This issue has been resolved and you can use - -
backgr ound to create more than one daemon process.

9. Release V4.8

9.1

9.2.

9.3.

94.

Ability to select recent logs in voltdb collect

The voltdb collect command has a new argument, - - days, that lets you selectively collect only the most
recent log files. For example, the command vol t db col | ect - - days=2 collectslogsfilesfrom the last
two days. If you do not specify the - - days argument, the command uses a default value of 14 days.

Support for Avro format when exporting to Hadoop

The HTTP connector now supports writing the export files in the Apache Avro format. See the chapter on
Export in the Using VoltDB manual for details.

New UPSERT statement

A new SQL statement, UPSERT is now supported. UPSERT has syntax similar to the INSERT statement,
except it can only be used on tables that have a primary key. If arecord with the specified key value doesn't
exist, the UPSERT statement performs an insert operation; if such arecord does exigt, it performs an update
operation. See the documentation for UPSERT for details.

New CPU selector for the @Statistics system procedure

The @Statistics system procedure has a new selector, CPU, which returns information on the percent of total
available CPU used by the VotlDB server process for each server in the cluster.
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9.5.

9.6.

9.7.

New SET_FIELD() function

A new function has been added that lets you modify JSON fields within a SQL query. The SET_FIELD()
function returns a copy of a JSON-encoded string with the specified field replaced. For example, the following
SQL statement replaces the "statebird" field in the JSON-encoded column Description when the State column
contains "New Hampshire":

UPDATE Regi on
SET Description = SET_FIELD(Description,'statebird ,'"purple finch"")
WHERE State = ' New Hanpshire';

See the description of the SET_FIELD() function in the Using VoltDB manual for details.
Additional functions to support legacy JDBC applications

A number of aliases, commonin JDBC interfaces, have been added to provide accessto existing functions. New
aliases include INSERT, LTRIM, RTRIM, SUBSTR, LCASE, and UCASE. These aliases are not currently
listed in the documentation, but will be added in a future update.

Bug fixes

In addition to the preceding new features and enhancements, a number of known issues have been corrected,
including:

* Previoudy, if aJDBC client lost al of its connections to the database and could not successfully reconnect,
the process would create an additional network thread with each attempted reconnect but failed to recover
those threads, eventually running out of threads for the process. This error has been corrected.

» The HTTP export connector has been improved for better handling of file naming conflicts or missing files
on the target system. Usersinterested in Hadoop export are encouraged to upgrade.

» Therewasan issue wherethe compiler reported an error if the optional third parameter to the SUBSTRING()
function was missing.This issue has been fixed.

10. Release V4.7

10.1.

10.2.

10.3.

New jdbcloader utility

The new jdbcloader copies the contents of a database table from aremote database using JDBC and insertsthe
recordsinto aVoltDB table. Similar to the csvloader and kafkal oader utilities, jdbcloader provides yet another
way to move data from other sources into VoltDB. See the jdbcloader reference page in the Using VoltDB
manual for details.

New export connector for Hadoop (HTTP)

VoltDB now includes an export connector that lets you export data to Hadoop via the WebHDFS API. The
HTTP connector can be configured to export data to WebHDFS URLSs, including the table name and other
metadata as part of the URL. See the chapter on Export in the Using VoltDB manual for details.

Improved FIELD() functionality

The FIELD() function has been improved to provide easier access to lower-level fields within JSON strings.
Originally, the second argument to the FIEL D() function specified the name of atop-level field to be returned.
Starting with this release, you can specify a field name path, separating the levels with periods, so you can
select sub fields. For example, if the Film column contains the following the JISON-encoded string:

{"title":"Mark of Zorro","year":"1920",
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10.5.

10.6.

"cast":{"Zorro": " Dougl as Fairbanks",
"Lolita":"Marguerite De La Mtte",
"Pedro":"Noah Beery"},

"alternateTitles:["La marca del Zorro",

"Das Zeichen des Zorro",
"Zorros Kendemaerke",
"Il segno di Zorro"]

}

Y ou can extract the top-level field containing "1920" using FI ELD(fi | m ' year') and the second-level
field containing "Douglas Fairbanks' using FI ELD(fi |l m ' cast. Zorro' ). You can aso use array nota-
tion, so the function FI ELD(fil m ' alternateTitl es[3]"') returnsthe Itaian title of the film. See
the description of the FIELD() function in the Using VoltDB manual for details.

Ability to use INSERT INTO... SELECT in multi-partitioned procedures and queries

Itisnow possibleto usethe INSERT INTO... SELECT statement in multi-partitioned procedures and queries.
This means you can also use the statement in ad hoc queries, including interactive queries run through the
sglemd utility. See the description of INSERT in the Using VoltDB manual for further information.

The @Statistics memory report has been extended

New information has been added to the results of the MEMORY selector for the @Stati stics system procedure.
A new column (PHY SICALMEMORY) has been added reporting the total physical memory for each server
in the cluster. See the description of the @Statistics system procedure in the Using VoltDB manual for details.

Bug fixes

In addition to the preceding new features and enhancements, a number of known issues have been corrected,
including:

* In previous releases, VoltDB issued a runtime error if you tried to cast a small (less than 64 bytes) VAR-
CHAR or VARBINARY expressionto alarger VARCHAR or VARBINARY. Thisissueis now fixed.

» There was asmall memory leak associated with multi-partitioned stored procedures that contained declara-
tionsfor both READ and WRITE queries but only executed READ queries. Although the memory leak was
small, it would add up when the procedure is called repeatedly. This problem is now resolved.

» Therewasaplanning bug whereif aquery in astored procedure contained both placeholdersand aSELECT ...
UNION statement, at runtime V oltDB threw an exception stating that the number of argumentsdid not match
inthe HSQL-BACKEND. This error has been corrected.

» Therewasanissuewherequerieswith very complex WHERE clauses (for example, more than 10 predicates)
could be incorrectly planned and return more records than expected. This error has been corrected.

11. Release V4.6

11.1.

11.2.

Support for Ubuntu 14.04

VoltDB has been tested and validated on Ubuntu 14.04. The VoltDB server software now supports the Ubuntu
long-term support releases 10.04, 12.04, and 14.04.

Native snapshots create a flag file on completion

When a native format snapshot completes, either for a snapshot initiated manually with voltadmin SAVE or
periodic snapshots created by the system automatically , aflag file is now created to indicate the snapshot is
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11.3.

11.4.

11.5.

11.6.

11.7.

done. Theflag fileis created in the same directory as the snapshot using the snapshot's unique identifier asthe
filenameand. fi ni shed asthefile extension. Y ou can use the flag file to identify and backup or otherwise
process completed snapshots.

New SQL functions

This release contains both enhancements to existing SQL functions as well as new functions, many provided
for compatibility with other SQL implementations. Changes include:.

 Support for more than two arguments to the CONCAT function.

 Additional keywords to the EXTRACT function as well as standalone timestamp functions providing sim-
ilar functionality in syntax compatible with MySQL and other dialects of SQL. New functions include SE-
COND(). MINUTE(), HOUR(), DAY (), WEEK(). MONTH(), QUARTER(), YEAR(), DAY OFMONTHY().
DAY OFWEEK(), DAY OFYEAR(), WEEKDAY (), and WEEK OFY EAR().

e The addition of COALESCE() for compatibility with MySQL. COALESCE() returns the first non-null ar-
gument or null if all arguments are null.

See the appendix on SQL functionsin Using VoltDB for more information.
Support for INSERT INTO... SELECT

VoltDB now supportsthe INSERT INTO... SELECT statement. For theinitial release, this statement islimited
to partitioned procedures only (it cannot be used in multi-partition stored procedures or as an ad hoc statement
from the sgqlcmd prompt). Broader usage will follow in future releases. See the documentation of INSERT in
Using VoltDB for more information.

Support in Javaclient API for automatic reconnection of failed connections

Thisreleaseincludes support inthe Javaclient API for enabling automati ¢ reconnection of theclient. By defaullt,
if a connection to a database server is logt, it is up to the client application to detect the lost connection and
reconnect as appropriate. Now you can enabl e automatic reconnection as part of the client configuration. When
enabled, auto-reconnect periodically attempts to reconnect to servers whose connection was lost. To enable
auto-reconnect, you set a property on the client configuration before creating the client object. For example:

ClientConfig config = new dientConfig("", "");
confi g. set Reconnect OnConnecti onLoss(true);
client = dientFactory.createdient(config);

Support for custom load procedures in the kafkal oader

The kafkaloader is a tool for bulk loading data into a VolltDB database from a Kafka message queue. By
default, kafkal oader uses a custom procedure to batch multiple rowsinto asingleinsert operation. Y ou can now
specify an alternate stored procedure to use for loading the data into the table. To specify an alternate stored
procedure, usethe - p or - - pr ocedur e flag on the command line, just as you would for the csvlioader.I'm

Improved performance del eting data with low-cardinality indexes

Low-cardinality indexes— that is, indexes with very few unique values— can be problematic becausefinding
any single row requires scanning all the rows with the same index value. Deleting records from such atable
amplifiesthe problem because the database must not only find and del ete the data but also theindex entry itself.

In previous versions of VoltDB, deleting large volumes of datafrom atable with alow-cardinality index could
take a long time. This release adds a performance optimization to dramatically improve the latency of delete
operations on low-cardinality indexes. Thisoptimization will also benefit any index with acommonly recurring
value, such asthe null value.
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11.8.

11.9.

11.10.

New Java property to disable DR ports

A new Javaproperty, VOLTDB_DISABLE_DR, has been added that allows you to disable the DR port listen-
ing ports when you start the VVoltDB database process. This property isintended to help protect VoltDB against
port scanners. See the implementation note concerning port hardening for details.

Fix for issues with aggregate functions of small VARCHAR columns

A error was introduced in version 4.5 where use of the MIN() and MAX() functions on small VARCHAR
columns could produce incorrect answers. This issue only occurred for VARCHAR columns of 63 bytes or
less— that is, VARCHAR(15) or VARCHAR(63 BYTES) or smaller.

This bug is now fixed. Because the issue introduced in v4.5 involves wrong answers, anyone using v4.5 is
urged to upgrade to v4.6 at their earliest possible convenience.

Fix for unused command logging segment files being created

A timing issue related to command logging in earlier versions could result in unnecessary segment files be-
ing created. Under the worst conditions, unused segment files could continue to be created, filling up the /
conmand_| og/ segnent s directory and using up available disk space.

This bug has now been fixed. Note that when the database restarts (for example, when you upgrade to 4.6) any
extra segment files created by an earlier version as aresult of this bug issue will automatically be del eted.

12. Release V4.5

12.1.

12.2.

12.3.

12.4.

12.5.

12.6.

Support for Java 8

VoltDB has been tested and validated on Java 8. The VoltDB server software now supports both the Java 7
and Java 8 JDKs. The VoltDB Javaclient library continues to support Java 6 aswell as 7 and 8.

Support for exporting data to the RabbitMQ messaging service

An export connector for the RabbitMQ messaging service has been added to the VoltDB server software. See
the chapter on "Exporting Live Data" in the Using VoltDB manual for details.

Kafka export connector improvements

The Kafka export connector has been extended and improved to allow more control over the data being ex-
ported, including support for VARBINARY columns and new propertiesto control the format of the data and
the value used as the Kafka partitioning key. More information is available in the export chapter of the Using
VoltDB manual.

Further improvements to temporary table usage

This release includes further performance improvements to the query planner, reducing temptable usage for
multi-partition stored procedures. These improvements focus specifically on reducing temptable usage for
queriesinvolving GROUP BY clauses.

New FORMAT_CURRENCY () function

A new SQL function, FORMAT_CURRENCY (), converts a DECIMAL value to a text string. The function
takes two arguments: the DECIMAL value and an integer specifying the decimal place to which the value
is rounded. For example FORMAT_CURRENCY (1234.567, 2) = "1,234.57". See the Using VoltDB manual
for details.

New graph availablein Web Studio

10
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The graphsin VoltDB Web Studio have been enhanced, improving the accuracy of the latency graph, fixing
a bug where the partition starvation graph was not available on K-safe clusters, and adding a new graph: the
transaction breakdown graph. The transaction breakdown graph is a pie chart showing the weighted average
of execution time for stored procedures running on the database cluster. The new graph typeis selectable from
the pulldown menu above the graphs in the Web Studio interface.

Large number of joins no longer need explicit join order

Previously a query joining six or more tables required the user to explicitly list the join order as an additional
argument to the Java SQL Stmt declaration. VoltDB now assumes that joins of six or more tables, without an
explicit join order, are joined in the order the tables are listed in the query. This change allows many large
joinsto compile and run, even as ad hoc queries. Note, however, that the order of the tablesin the query may
not be the optimal join order, so explicitly defining ajoin order is still recommended when performance is a
consideration. See the VoltDB Performance Guide for more information on join order.

Additional string format asinput to TIMESTAMP columns

When casting between TIMESTAMP and VARCHAR datatypes, VoltDB usesthe string format YYYY-MM-
DD hh.mm.ss.nnnnnn to represent the TIMESTAMP value. Previously, when entering atext string asinput to a
TIMESTAMP vaue, you had to provide the complete string, including both date and time (including fractional
microseconds). You can now use just the date portion of the string as input, YYYY-MM-DD, and VoltDB
assumes 00.00.00.000000 as the time portion.

Bug fixes

In addition to the preceding new features and enhancements, a number of known issues have been corrected,
including:

* In certain edge cases, subqueries involving partitioned tables with aLIMIT or DISTINCT clause within in
amulti-partitioned query that also joined the results of the subquery to another partitioned table could result
in poor planning and incorrect results. Thisissue is now fixed.

» Previoudy, when using csvloader in batch mode to load data into a master database where the table being
|loaded has especially large rows (e.g. lots of columns or "wide" columns), database replication (DR) could
fail. This problem has been resolved.

* In previous releases, if multiple queries are queued using voltQueueSQL and more than one query fails,
VoltDB would report the last failure rather than the first. Thisis now fixed and the voltExecuteSQL method
reports the first failure.

* In previous releases, if the csvloader encounters too many errors (and the maximum error limit is set to a
very large number), the load process could fail with an out of memory error. This limitation has been fixed.
The csvloader writes errors and frees memory on an ongoing basis to avoid using up available memory.

13. Release V4.4.1

I mportant

V4.4.1 is primarily a bug fix release. Anyone using V4.4 — especialy those using export functionality —
are strongly recommended to upgrade.

13.1.

Issue with export stopping after system failure and rejoin: fixed

It was possible for pending export data to get stuck in the overflow queue if nodes fail unexpectedly. The
conseguences of this bug were that the pending data was not written to the export target after the node rejoined
and export would eventually stop atogether after arestart. This bug has been fixed.
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13.2.

13.3.

134.

135.

I ssue with "transactions moving backwards': fixed

There was a problem where certain operations, such as command log recovery, could result in an error warn-
ing of "transactions moving backwards'. Most instances of this error have been eliminated. However, if you
encounter this error after upgrading to V4.4.1, please contact support@voltdb.com.

Null pointer exception in export to file: fixed

A race condition in the export-to-file client could result in a null pointer exception (NPE), causing export to
stop. This bug has been fixed.

Recovery failed after starting from an old catalog: fixed

VoltDB recently added the ability to start the database using a catalog compiled with an older version of
VoltDB. In this situation, VoltDB recompiled the catalog before starting. However, the recompiled catalog
was not correctly saved as part of the command logs. As aconsequence, the resulting command logs could not
be recovered when the database restarted. This bug has been fixed.

Kafka export did not handle the property skipinternals correctly: fixed

A new property added to the export-to-kafka connector in 4.4 could cause the database to fail with a Java out-
of-memory error. This bug has been fixed.

14. Release V4.4

14.1.

14.2.

14.3.

14.4.

Import from Kafka

VoltDB now includesthe kafkaloader utility, whichissimilar to csvlioader, in that it imports from an Apache
Kafka message queue and writes the records into the specified VoltDB database table. One difference with
the kafkaloader is that, rather than the load process being a one-time event, kafkaloader continues to run,
monitoring the queue for additional records and acting as a persistent import function. See the Using VoltDB
manual for details.

Change to csvloader defaults

Previoudly, if CSV input contained missing fields, the default behavior for the csvloader was to generate an
error. The default behavior has been changed so csvloader now treats missing values as null, to be more in
keeping with other applications such as spreadsheets. Y ou can revert to the previous behavior, if you wish, by
including theflag - - bl ank=er r or when running csvloader.

Ability to update the application catalog or deployment separately

Thevoltadmin update command originally required both acatal og and adeployment file. Y ou can now specify
either or both on the command line. If you specify just acatalog or just a deployment file, the other is assumed
to remain the same. The file extensions .jar and .xml are used to identify which type of file is being updated.
For example, al of the following are valid commands:

$ vol tadm n update mycatal og. j ar nydepl oynent . xm
$ vol tadnmi n update mycatal og.j ar
$ vol tadnmi n update mydepl oynment . xm

New automatic stored procedure, upsert, for inserting or updating a record

When a schemais compiled into an application catalog, several simple stored procedures are created automat-
ically for each table, including create for all tables and select, delete, and insert for tables with a primary key.
A new automatic procedure, upsert, has been added for tables with primary keys. The upsert procedure inserts
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14.5.

14.6.

14.7.

14.8.

a new record if one does not already exist for the specified primary key, or updates the existing record if it
does. See the Using VoltDB manual for details.

Improved handling of temporary memory (temp tables) during query processing

VoltDB has alimit on the amount of memory, known as temp tables, that can be used when processing SQL
gueries. It is possible to exceed this limit when performing very complex queries or queries with large inter-
mediate result sets. In this release, the management of temp tables has been significantly improved, alowing
more complex queries and combinations of queries to operate effectively within the limit. Users who have
previously used the <temptables> setting in the deployment file to increase the temp table limit may find that
thisis no longer necessary,

Increased support for subqueries in ad hoc and multi-partition queries

Earlier releases limited use of subqueries in ad hoc and multi-partition transactions to replicated tables only.
Thislimitation is now removed; ad hoc and multi-partition SELECT queries can include subqueriesinvolving
both replicated and partitioned tables.

Support for project.xml fileswill be removed in afuture release

Prior to VoltDB V3.0, a project definition file was required to compile an application catalog. With V3.0,
support for compiling schemafiles directly was added and use of the project definition file was deprecated and
removed from the documentation. However, support for project definition files has remained in the product
up to the current release. However, that support will be removed in an upcoming version. Anyone still using a
project definition file should migrate to current usage to avoid problems in the future.

Bug fixes

In addition to the preceding new features and enhancements, a number of known issues have been corrected,
including:

» Previoudy, afailed rejoin could result in a spurious warning message "no stream snapshot ack message”
appearing every 10 minutes. No action was required, but the error was misleading. This problem has been
resolved.

* Inearlier versions, sglcmd and the web studio could not process SELECT statements containing subsel ects
properly. The parsing of more complex statements in these utilities has been improved and this problem
has been resolved.

15. Release V4.3

15.1.

15.2.

Export to Kafka

VoltDB now includes export to A pache Kafkaas astandard export client. Kafkaexport was added as a software
preview several releases ago. Y ou can now select and configure Kafka export in the deployment file or through
the REST interface. (Kafka export is not accessible from the VoltDB Enterprise Manager at thistime.) Seethe
chapter on export in the Using VoltDB manual for details.

Kerberos Security

VoltDB now allows you to use Kerberos to authenticate Java clients to the VoltDB server. Kerberos security
in VoltDB supports the same users, roles, and permissions defined in the deployment file and schema as with
normal security, but uses the Kerberos authentication protocols to identify authorized clients to the database
servers. Kerberos authentication is limited to Java clients only.

An explanation of how to implement Kerberos security in VoltDB will be added to the security chapter of the
Using VoltDB manual shortly after version 4.3 releases.

13


http://docs.voltdb.com/UsingVoltDB/
http://kafka.apache.org/
http://docs.voltdb.com/UsingVoltDB/
http://docs.voltdb.com/UsingVoltDB/

Release Notes

15.3.

15.4.

155.

New sample application demonstrating time-based reporting and incremental deleting of old records

Thisrelease adds anew exampl e application, windowing, to the V oltDB kit. This new application demonstrates
how to perform two common tasks for real-time, big data applications:

* First, the application performs periodic reports aggregating data over a moving time "window". For the
demonstration, the time windows are 1, 5, 10, and 30 seconds. But they could as easily be the last minute,
the last hour, or the last day.

* Second, the application periodically deletes outdated records using the @RunEverywhere system procedure
to keep only the pertinent records online.

The sampl e code demonstrates techniquesfor performing these common tasks using VoltDB's builtin functions
and capabilities to achieve maximum throughput with minimal interruption to ongoing data ingestion.

Changesto VARCHAR

In previous versions, the length of a VARCHAR column was defined in bytes. Starting with 4.3, the length
of aVARCHAR column is now declared in characters rather than bytes. This change is made for compliance
with the SQL standard and for improved handling of multi-byte UTF-8 character sets.

Three major effects of this change are:

* Now a VARCHAR defined as a maximum number of characters can hold that many characters, no matter
what character set they represent.

 Schemas containing short VARCHAR columns (less than 16 characters) will consume more space than in
previous versions.

» Columns defined as between 16 and 63 characters that were previously stored inline will now be stored in
pooled memory. This data may or may not consume more memory, depending on actual size, since strings
stored in pooled memory require only the necessary pointers plusthe actual memory required to store the da-
ta. More importantly, accessing these columns requires indirection that incrementally impacts performance.

The impact on strings defined as less than 16 characters results from short VARCHAR columns being stored
inline as their maximum possible length. Where previously VARCHAR(15) would consume 15 bytes, now it
will consume four bytes for every character, or 60 bytes. For longer VARCHARS, the strings are stored in
pooled memory as their actual length, so there is no change to the memory they require.

The increased memory consumption, especially for schemas with many of short VARCHARS, could impact
the ability to restore snapshots created in previous versions of the product, if memory usage is an issue.

It ispossibleto reproduce the previous behavior in VARCHAR declarations by including the keyword BY TES.
For example VARCHAR(64 BYTES).

Simplifying the configuration and starting of clusters
Two changes have been made to simplify the process for configuring and starting VoltDB clusters.

» First,si t esper host isnow an optional attributein the deployment file. If you do not specify avalue for
si t esper host , adefault of eight sites per host is used. Testing has shown this default value is effective
for most systems and only needs changing for optimizing systems with very large numbers of processors.

» When starting a cluster using the VoltDB Enterprise Edition, VoltDB now searches three locations for the
license file: the current working directory, the directory where the VoltDB software resides, and the user's
home directory. Thismeansthat if you put your licensefilein your homedirectory, you do not need to usethe
- -1 i cense flag when starting VoltDB, even when upgrading, working in multiple project directories, etc.
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15.6.

15.7.

15.8.

15.9.

15.10.

15.11.

New SQL string functions

Severa new SQL string functions have been added to simplify coding:

CHAR( integer )

OVERLAY ( string PLACING string FROM integer [ FOR integer ] )

REPLACE( string, string [, string] )

System procedure to stop asingle node in a cluster

The @StopNode system procedure let's you stop the VoltDB process on an individual member node of a
VoltDB cluster in an orderly way. You specify the host ID of the node you want to stop as an argument to

the @StopNode procedure.

Y ou can use @StopNode to remove a node from the cluster for hardware upgrades or other maintenance, then
return the node to the cluster with voltdb rejoin. Note that the @StopNode procedure only worksiif the cluster
is K-safe and stopping the node will not stop the cluster itself. In other words, the cluster must remain viable
after the system procedure executes. Y ou cannot use @StopNode to shutdown the cluster.

JDBC improvements

Improvements continue to be made to the JDBC interface, focusing on reliability and extended functionality.
This release fixes an issue where the connection would fail if the connection string included an inaccessible
server.

SQL improvements

Thisversion aso includes a number of changes to SQL parsing to ensure correctness and proper index usage,
specifically in edge cases related to complex joins and order by clauses.

csvloader improvements

The csvloader now provides additional context when reporting errorsin theinput file, making it easier to debug
and correct the errors by identifying the specific input field that causes the error.

Bug fixes

In addition to the preceding new features and enhancements, a number of known issues have been corrected,
including:

* Previoudy, when firehosing a server, the Web Studio interface would become unresponsive. The priority of
the HTTP interface has been adjusted to avoid this condition.

 Under certain conditions, the database process on a cluster node might crash, claiming that transactionswere
"moving backwards'. Thiswas arare but recurring bug which has now been fixed.

16. Release V4.2

16.1.

The voltdb create and voltadmin update commands automatically recompile old catalogs

In previousrel eases, the server processwould not start with acatalog compiled by an earlier version of VVoltDB.
Starting with 4.2, when you create anew database using the voltdb cr eate command and an old catalog, VoltDB
automatically recompiles the catalog before starting the server.

This means you can upgrade VoltDB versions without manually recompiling the catalog. The same is true
when updating the catalog on a running database with the voltadmin update command or @UpdateApplica-

15



Release Notes

16.2.

16.3.

16.4.

16.5.

tionCatalog system procedure. Note, however, using older catalogs does not currently work with the voltdb
recover command or the VVoltDB Enterprise Manager.

If the catalog is old enough to contain outdated or no longer valid schema syntax, VoltDB reports an error and
either stops (in the case of voltdb create) or cancelsthe update (in the case of voltadmin update). In this case,
you must update the schema source file and recompile the catalog yourself.

New LIMIT PARTITION ROWS constraint when defining tables

The VoltDB compiler now supports anew constraint, LIMIT PARTITION ROWS, that lets you limit the size
of individual tables. The LIMIT PARTITION ROWS constraint is declared in the CREATE TABLE statement
and limits the number of rows that can be inserted into any partition for that table. See the Using VoltDB
manual for details.

Support for subqueriesin SELECT

The SELECT statement now supports subqueries astable referencesin the FROM clause. For theinitial release
subqueries have certain constraints:

» The subquery must be enclosed in parentheses and assigned an alias.

» Ad hoc and multi-partition SELECT statements containing subqueries can operate on replicated tables only.
They cannot contain references to partitioned tables.

» However, SELECT statements with subqueries in single-partition stored procedures can operate on both
partitioned and replicated tables.

See the documentation of the SELECT statement in the Using VoltDB manual for details.
Ability to specify the network interface for individual ports

Previously, you could specify a port number for each port when starting VoltDB and a separate network inter-
face for internal versus external ports. It is now possible to specify both the interface and the port number for
individual ports when starting VoltDB. For example, the following command specifies the network interface
15.16.2.24 and the port number 21212 for the client port but the default external interface and port 31313 for
the admin port.

$ voltdb create voter.jar --client=15.16.2.24:21212 --adm n=31313

Notethatthe- - i nt ernal i nterface and- - ext ernal i nterface flagsare still available and set the
default interfaces, as before. When you specify both a default interface for a collection of ports and a specific
interface for an individual port, the port-specific setting overrides the default setting. It isalso now possible to
specify the http port (and, optionally, itsinterface) on the command line using the - - ht t p flag.

Control of elastic rebalance moved to deployment file

The interface to control the rebalance operations when nodes are added to an elastic cluster have changed
from using Java system properties to elements and attributes in the deployment file. You can now ad-
just the length and size of rebalance operations using the attributes dur ati on and t hr oughput of
the <el asti c> element in the deployment file. These attributes replace the Java system properties
ELASTIC_TARGET_TRANSFER_TIME_MSand ELASTIC_TARGET_THROUGHPUT. For example:

<depl oynent >

<systensettings>
<el astic duration="15" throughput="1"/>
</ systensettings>
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16.7.

16.8.

16.9.

16.10.

16.11.

16.12.

</ depl oyment >
See the section on "Configuring How VoltDB Rebaances New Nodes' in the Using VoltDB for details.
Rebalance performance improvements

Previoudly, elastic rebalancing would occupy all partitions in the cluster. With this release, each rebalance
operation only usesthose partitionsit needs, freeing up any remaining partitionsfor other database transactions.
This change does not improve the performance of the rebalance itself, but can significantly reduce the impact
rebalance has on ongoing client transactions.

Latency improvements during operational activities

This release contains a number of improvements to reduce latency spikes during operational activities such as
snapshots, rejoin, and export. In addition, Java heap usage during export and rejoin has been reduced.

JDBC improvements

Thisrelease includes a number of improvements to the JDBC interface, including extended support for return-
ing metadata, the SetFloat() method, and automatic conversion of numeric values to strings for VARCHAR
columns.

Additional memory protection for command logging

In extreme cases, where the disks used for command logging cannot keep up with the write requests coming
from VoltDB, the logging packets start to fill up memory. If this condition persisted, it could result in the
server process running out of Java heap space. Command logging now includes a back pressure mechanism
that will slow the processing of VoltDB transactions if the command logs begin to back up, asaway to avoid
this situation.

Server and cluster shutdown improvements

Previously, the @Shutdown system procedure (and voltadmin shutdown command) simply stopped the data-
base process. The result was similar to a node failing, generating error messages and crash logs as the nodes
stopped. User-requested shutdown is now handled as a synchronized event within the cluster, eliminating mis-
leading error messages and unnecessary log files. Thisis the first step in an effort to provide a more orderly
shutdown behavior.

In addition to cluster shutdown improvements, now when you stop a server process with CTRL-C (or, more
specificaly, theUnix signal SIGINT), thecluster performsamore orderly removal of that nodefromthe cluster,
rather than handling the event as an unexpected crash. In thisway, removing aserver from aK-safe cluster (for
maintenance or replacement) is faster and |less disruptive of ongoing transactions.

Better csvloader performance on clusters with large partition counts

Previoudly, the csvloader utility provided good performance on small and medium-sized systems. But perfor-
mance would drop off on clusters with alarge number of partitions. This bug has been corrected and csvloader
provides scalable performance for loading partitioned tables into different size clusters.

Additional improvements
» Two new SQL string functions, UPPER() and LOWER(),
» The server uptimeis now included in the result set of the @SystemlInformation system procedure.

A database sizing worksheet is included in the catalog report generated when you compile an application
catalog. The worksheet is also accessible from arunning server at the URL http:/server:8080/report.
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e The latency graphs in the VoltDB Enterprise Manager are now more responsive to application behavior,
displaying latency with afiner degree of granularity.

* For latency-sensitive applications, the setCall ProcedureTimeout method now lets you set timeouts less than
one second.

16.13. Bug fixes

In addition to the preceding new features and enhancements, a number of known issues have been corrected,
including:

* Very large queries (greater than 6 Kilobytes) failed in web studio because the HTTP interface could not
handle that much data in the request header. Large queries are now submitted in the body of the request
rather than in the header.

» Previoudly it was not possible to add servers"on the fly" to an elastic cluster with no partitioned tables. This
bug has been fixed and you can now add serversto a cluster, regardless of its schema.

» An issue where the JSON interface failed with a "no connections" error and could not be revived (usually
when a laptop server was put to "sleep”) has been corrected. The JSON interface is now self-correcting in
this situation.

» Similarly, when multiple JDBC clientswere accessing VoltDB and the JDBC interface lost its connection to
the server, it would not reconnect and the client applications would have to restart to reconnect. The JDBC
interface now reconnects without having to restart the client applications.

17. Release V4.0.2.3

17.1.

17.2.

"Admission control error" fixed

There was an issue in earlier releases where VoltDB could miscalculate the outstanding transactions. Two
conseguences of this situation were that the database server would issue an "admission control™ error stating
that there was a negative outstanding transaction byte count or client applications encountered connectivity
issues. This problem has now been corrected.

Queued export data is maintained when cycling all servers
In previous releases, if al serversin the cluster failed and rejoined without stopping the database itself, data

waiting in the export queue could be lost. This only happened if al serversin the cluster were cycled (stopped
and regjoined). The cause of this problem has now been corrected.

18. Release V4.0.2

18.1.

18.2.

18.3.

Support for running the VoltDB server process in the background

When starting the VoltDB server process from the command line (using the voltdb create, add, recover, or
rejoin command) you can usethe- Bor - - backgr ound flag to specify that the processrunin the background.

Client timeout extended
When the VoltDB server does not receive a response from a client connection for a set amount of time, the
server times out and closes the connection. The client timeout period has been extended from 4 to 30 seconds

S0 connections are more resilient to network issues.

Data loaded in csvloader batch mode is compatible with command logging
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18.5.

18.6.

18.7.

In recent releases, performance of the csvloader utility was improved by introducing batch mode. However,
batch mode inserts were not immediately recognized or recorded by the command logs. Asaresult, dataloaded
using csvloader batch mode did not become durable until the next snapshot occurred. This issue has been
resolved and all data loaded with csvloader is now immediately durable.

The TRUNCATE TABLE statement optimized to improve performance and reduce memory usage

TRUNCATE TABLE, and its equivalent statement DEL ETE with no WHERE clause, have been optimized to
significantly improve performance and reduce the amount of memory used during execution.

Join order is no longer case sensitive

In early releases of V4, when specifying join order for aquery, the table names had to bein all uppercase. This
issue has been resolved and the table names are no longer case sensitive.

Restore could fail on clusters with large numbers of partitions

There was an issue where attempting to restore a snapshot on a cluster with a large number of tables and
partitions could fail, reporting an error that the "next message length" was too long. This problem has been
resolved.

Support for Groovy inline stored procedures

Itisnow possibleto declare complex stored proceduresinlinein the schemausing the CREATE PROCEDURE
AS statement and embedded Groovy code. See the Using VoltDB manual for details..

19. Release V4.0.1

19.1.

19.2.

19.3.

Further testing and hardening of the new elastic functionality

A number of issues have been discovered and resolved in the elastic cluster functionality that is introduced
in version 4.0. In particular, edge cases related to error conditions when nodes fail during elastic scaling have
been identified and corrected.

Java client improvements

Thisrelease includes several improvements to the Java client, including:

* Theclient is shipped asasingle JAR file with no external dependencies

» Theclient JAR is backwards compatible with Java 6 (although the VoltDB server now requires Java 7)

» All status information concerning failed procedure calls is how consolidated in the two ClientResponse
methods getStatus() and getStatusString()

As a consequence of this last change, the method ClientResponse.getException() has been removed from the
client API. Also, the causedBY property of ProcCall Exceptions no longer returns an exception, All underlining
exception information is returned as text by the getStatusString() method.

JDBC improvements

A number of improvements have been made to the JDBC interface as well. Similar to the Java API, the JDBC
interface is provided as a single JAR file with no external dependencies. This means that if you use Guava
and depended on the Guavallibrary provided by VoltDB, you must either provide your own Guava JAR file or
change the dependency to "com.google_voltpatches.common.*".

Other improvements to the JDBC interface include:
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19.5.

19.6.

19.7.

 Support for PreparedStatement.setQuery Timeout()

» Support for PreparedStatement.setString() for al VoltDB column types

 Support for DatabaseM etadata.get Typel nfo()

SQL support for CASE expressions

VoltDB now supports the CASE-WHEN-THEN-EL SE-END syntax in queries. For example:

SELECT Prod_nane,
CASE WHEN price > 100. 00
THEN ' Expensi ve'
ELSE ' Cheap'
END
FROM products CORDER BY Prod_nane;

SQL support for HAVING with aggregate functions
VoltDB now supports the use of aggregate functionsin the HAVING clause. For example:

SELECT gane_id, count(*) FROM ganes
GROUP BY gane_id
HAVI NG count (*) > 1;

Default Java heap size increased

Thedefault Javaheap sizefor the VoltDB server process has been increased from 1GB to 2GB. The new default
more closely matches recommended settings for general purpose usage, More detailed recommendations can
be found in the revised " Server Process Memory Usage" section of the VoltDB Planning Guide.

Recovery issues with resized clusters

In previousversionsthere was anissuewhere, if acluster wasreduced in size and then restored from snapshots,
future command logs of the cluster could not be recovered. One symptom of thisissue is the fatal error "No
viable snapshots to restore" during recovery.

The problem only occurs if the number of unique partitionsin the cluster was reduced, either by reducing the
number of servers, reducing the sites per host, or increasing the K-safety factor. With this rel ease, the issue has
been corrected. The issue is resolved for any affected databases by following the instructions for upgrading
in the previous section; specifically, saving a snapshot, upgrading the software to VoltDB 4.0.1 or later, then
restoring the snapshot.

20. Release V4.0

20.1.

New Features

VoltDB 4.0 isamajor release. It consolidates and completes many features introduced in preceding releases,
including elasticity and changes to the user interface to improve overall ease of use of the product. Benefits
of VolItDB 4.0 include:

« Elasticity — the ability to add nodes to the database cluster "on the fly" — with support for all standard
features including K-safety, command logging, and export.

» New SQL support including:
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20.2.

» Improved use of indexes

« Performance improvements for views

« Morerobust support for expressions in indexes, functions, and clauses

 Support for inner, outer, and self joins
» Improved server-based export
» A new, more consistent command line interface (CL1) for starting the database cluster
Bug fixes

In addition to the new features and enhancements listed above, VoltDB V4.0 includes fixes to a number of
limitations in previous versions, including the following:

» Previoudly, if a node rejoined the cluster and then the cluster stopped before the node could process any
transactions, the command logs could not be recovered. Thisissue has been resolved.

» Several issues related to comparisons of or aggregate functions involving null values, which could produce
incorrect results, have been fixed.

» Previoudy, setting the external interface did not change the interface used by the HTTP port. The HTTP
port now uses the external interface specified on the command line.

» There was an issue where a join with multiple WHERE constraints, one of which was an IN list function
evaluated against one column of a multi-column index, would ignore the IN list restriction. This issue has
been corrected.

* Memory management within the csvloader utility has been improved, eliminating out of memory errors that
were seen in earlier releases.

Known Limitations

The following are known limitations to the current release of VoltDB. Workarounds are suggested where applicable.
However, it isimportant to note that these limitations are considered temporary and are likely to be corrected in future
releases of the product.

1. Command Logging

11.

1.2

Command logs can only be recovered to a cluster of the same size.

To ensure completeand accurate restoration of adatabase, recovery using command logs can only be performed
to a cluster with the same number of unique partitions as the cluster that created the logs. If you restart and
recover to the same cluster with the same deployment options, there is no problem. But if you change the
deployment options for number of nodes, sites per host, or K-safety, recovery may not be possible.

For example, if afour node cluster is running with four sites per host and a K-safety value of one, the cluster
has two copies of eight unique partitions (4 X 4/ 2). If one server fails, you cannot recover the command
logs from the original cluster to a new cluster made up of the remaining three nodes, because the new cluster
only has six unique partitions (3 X 4/ 2). You must either replace the failed server to reinstate the origina
hardware configuration or otherwise change the deployment options to match the number of unique partitions.
(For example, increasing the site per host to eight and K-safety to two.)

Do not use the subfolder name "segments" for the command log snapshot directory.
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VoltDB reserves the subfolder "segments’ under the command log directory for storing the actual command
log files. Do not add, remove, or modify any filesin this directory. In particular, do not set the command log
snapshot directory to a subfolder "segments’ of the command log directory, or else the server will hang on
startup.

2. Database Replication

2.1. Nodefailure and rgjoin on the replica during csvload operations can cause uncaught data duplication
If anode on the replica database fails while the master isloading data with the csvloader (or its associated bulk
loading methods), when the noderejoinsit is possible data already |oaded gets reloaded during the rejoin. This
can cause divergence between the master and replica databases.
To be safe until this limitation is corrected, if a node on the replica database fails while the master database
is bulk loading data, you should stop the replica and the DR agent and restart replication once the bulk load
iscomplete.

2.2.  TheEnterprise Manager cannot restart and recover areplica database as a master.
Using the VoltDB Enterprise Manager, if areplica database was started with command logging, then stopped
(intentionally or by accident), the Enterprise Manager cannot restart the database asanormal database using the
recover action to reinstate the database's previous state. The Enterprise Manager can restore from a snapshot.
If you want to use the Enterprise Manager to stop areplicaand restart it asanormal database, the recommended
procedureis:
1. Stop replication.
2. Pausethereplica
3. Use the Enterprise Manager to take a manual snapshot.
4. Stop the database.
5. Start the database, choosing "restore from snapshot” as the startup action and the manual snapshot as the

source.

Note that this limitation is specific to the Enterprise Manager. Failed replica databases can be recovered man-
ually using the command line.

3. Export

3.1.  Synchronous export in Kafka can use up all available file descriptors and crash the database.

A bug in the Apache Kafka client can result in file descriptors being allocated but not released if the
producer.type attribute is set to "sync" (which is the default). The consequence is that the system eventually
runs out of file descriptors and the VoltDB server process will crash.

Until this bug is fixed, use of synchronous Kafka export is not recommended. The workaround is to set the
Kafka producer.type attribute to "async" using the VoltDB export properties.

4. SQL and Stored Procedures

4.1.

Do not use assertions in VoltDB stored procedures.

VoltDB currently intercepts assertions as part of its handling of stored procedures. Attempts to use assertions
in stored procedures for debugging or to find programmatic errors will not work as expected.
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4.2,

The UPPER() and LOWER() functions currently convert ASCII characters only.

The UPPER() and LOWER() functions return a string converted to all uppercase or all lowercase letters, re-
spectively. However, for theinitia release, these functions only operate on charactersin the ASCII character
set. Other case-sensitive UTF-8 charactersin the string are returned unchanged. Support for all case-sensitive
UTF-8 characters will be included in afuture release.

5. Client Interfaces

51

Avoid using decimal datatypes with the C++ client interface on 32-bit platforms.

Thereisa problem with how the math library used to build the C++ client library handles large decimal values
on 32-bit operating systems. As aresult, the C++ library cannot serialize and pass Decimal datatypes reliably
on these systems.

Note that the C++ client interface can send and receive Decimal values properly on 64-bit platforms.

6. Runtime Issues

6.1.

6.2.

Partially removing snapshot files from the database servers can cause recovery to fail.

To ensure proper recovery on startup, either from command logs or the last database snapshot, make sure all
snapshot files— or at least compl ete subsets of the snapshot files— are available on the nodes of the cluster. If
you delete or move snapshot files (for example, copying all snapshot filesto asingle node) be sureto keep all of
thefilesfor each nodetogether. Do not selectively delete or moveindividual files or else the recovery may fail.

VoltDB will not start if the user does not have execute privileges to the /tmp directory.

If the HTTP port is enabled (which it is by default) but the process does not have execute privileges for the /
tmp directory, VoltDB throws afatal exception on startup. The error message indicates that the process could
not load the native library for the Snappy web server.

The workaround is to either use an account that has execute permission for the /tmp directory or specify an
alternate directory that the account can access by assigning the environment variable VOLTDB_OPTS = "-
Djava.io.tmpdir={ alternate-tmpdir}".

7. Enterprise Manager

7.1.

7.2.

Manual snapshots not copied to the Management Server properly.

Normally, manual snapshots (those created with the Take a Snapshot button) are copied to the management
server. However, if automated snapshots are also being created and copied to the management server, it is
possible for an automated snapshot to override the manual snapshot.

If this happens, the workaround is to turn off automated snapshots (and their copying) temporarily. To do
this, uncheck the box for copying snapshots, set the frequency to zero, and click OK. Then re-open the Edit
Snapshots dialog and take the manual snapshot. Once the snapshot is complete and copied to the management
server (that is, the manual snapshot appears in the list on the dialog box), you can re-enable copying and
automated snapshots.

Old versions of Enterprise Manager files are not deleted from the /tmp directory

When the Enterprise Manager starts, it unpacks files that the web server uses into a subfolder of the /tmp
directory. It does not del ete these files when it stops. Under normal operation, thisis not a problem. However,
if you upgrade to a new version of the Enterprise Edition, files for the new version become intermixed with
the older files and can result in the Enterprise Manager starting databases using the wrong version of VoltDB.
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7.3.

7.4.

To avoid this situation, make sure these temporary files are deleted before starting a new version of VoltDB
Enterprise Manager.

The /tmp directory is emptied every time the server reboots. So the simplest workaround is to reboot your
management server after you upgrade VoltDB. Alternately, you can delete these temporary files manually by
deleting the winstone subfolders in the /tmp directory:

$ rm-vr /tnp/w nstone*
Enterprise Manager configuration files are not upwardly compatible.

When upgrading VoltDB Enterprise Edition, please note that the configuration filesfor the Enterprise M anager
are not upwardly compatible. New product features may make existing database and/or deployment definitions
unusable. It isalwaysagood ideato del ete existing configuration information before upgrading. Y ou can del ete
the configuration files by deleting the ~/.voltdb directory. For example:

$rm-vr ~/.voltdb
Enterprise Manager cannot start two databases on the same server.

In the past, it was possible to run two (or more) databases on a single physical server by defining two logical
serverswith the same | P address and making the portsfor each database unique. However, asaresult of internal
optimizations introduced in VoltDB 2.7, this technique no longer works when using the Enterprise Manager.

We expect to correct this limitation in a future release. Note that it is still possible to start multiple databases
on asingle server manually using the VVoltDB shell commands.

Implementation Notes

The following notes provide details concerning how certain VoltDB features operate. The behavior is not considered
incorrect. However, thisinformation can be important when using specific components of the VoltDB product.

1.5QL

11

1.2

Do not use UPDATE to change the value of a partitioning column

For partitioned tables, the value of the column used to partition the table determines what partition the row
belongs to. If you use UPDATE to change this value and the new value belongs in a different partition, the
UPDATE request will fail and the stored procedure will be rolled back.

Updating the partition column value may or may not cause the record to be repartitioned (depending on the
old and new values). However, since you cannot determine if the update will succeed or fail, you should not
use UPDATE to change the value of partitioning columns.

The workaround, if you must change the value of the partitioning column, is to use both a DELETE and an
INSERT statement to explicitly remove and then re-insert the desired rows.

Certain SQL syntax errorsresult inthe error message "user lacks privilege or object not found" when compiling
the runtime catal og.

If you refer to atable or column name that does not exist, the VoltDB compiler issues the error message "user
lacks privilege or object not found". This can happen, for example, if you misspell atable or column name.

Another situation where this occursisif you mistakenly use double quotation marksto enclose a string literal
(suchasWHERE Col umA="Tr ue"). ANSI SQL requiressinglequotesfor string literalsand reservesdouble
guotesfor object names. In the preceding example, VoltDB interprets " True" as an object name, cannot resolve
it, and issues the "user lacks privilege" error.
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The workaround is, if you receive this error, to look for misspelled table or columns names or string literals
delimited by double quotes in the offending SQL statement.

2. Runtime

2.1,

2.2,

File Descriptor Limits

VoltDB opens a file descriptor for every client connection to the database. In normal operation, this use of
file descriptors is transparent to the user. However, if there are an inordinate number of concurrent client
connections, or clientsopen and close many connectionsin rapid succession, it ispossiblefor VoltDB to exceed
the process limit on file descriptors. When this happens, new connections may be rejected or other disk-based
activities (such as snapshotting) may be disrupted.

In environments where there are likely to be an extremely large number of connections, you should consider
increasing the operating system's per-process limit on file descriptors.

Protecting VoltDB Against Port Scanners

VoltDB uses a number of different ports for interprocess communication as well as features such as HTTP
access, DR, and so on. Port scanning software often interferes with normal operation of such ports by sending
bogus data to them in an attempt to identify open ports.

Over the past few releases, VoltDB has hardened its port usage to ignore unexpected or irrelevant data from
port scanners. However, the ports used for Database Replication (DR) cannot be protected in thisway. So, in
V4.6, a Java property was introduced to allow you to disable the DR ports, for situations where port scanning
cannot be avoided. To disable the DR ports, set the Java property VOLTDB_DISABLE DRtot r ue before
starting the database process. For example:

$ export VOLTDB_OPTS="-DVOLTDB_ DI SABLE DR=t rue"
$ vol tdb create nyapplication.jar \
- - depl oynment =depl oyrment . xm \
--host=vol tsvr1l

Note that, if you disable the DR ports, you cannot use the database as a master for database replication.

Software Previews

This release includes two new features that are currently under development. Although functional, we at VoltDB are
till investigating the appropriate direction and level of completeness required for these features. We would appreciate
feedback from the user community.

1.1

Migrate from MySQL to VoltDB

VoItDB includes a new utility, voltify, that helps you migrate from an existing MySQL database to VoltDB.
The utility connects to arunning MySQL database and creates a target schema and starter project in VoltDB
to match the source database. If you are interested, you can find instructions for voltify in the VoltDB github
repository at the following URL :

http://github. conl Vol t DB/ vol t db/ bl ob/ mast er/t ool s/ vol ti fy- READVE. nd

We encourage anyone who tries it to provide feedback in the VoltDB forums, http://forum.voltdb.com. Thank
you.
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